ERASMUS: Course Probability and Statistics
Part I. Probability - summary

Definition:
The set of all possible outcomes of a random erpant is called theample space
of the experiment. The sample space is denoted as X

A sample space discreteif it consists of a finite or countable infinitets® outcomes.

A sample space montinuous if it contains an interval (either finite or infiei) of
real numbers.

Definition:
An eventis a subset of the sample space of a random exgetim

Some of the basic set operations are summarizesvbelterms of events:

« theunion of two events is the event that consists of altontes that are contained in
either of the two events. We denote the union a88B A

e Theintersection of two events is the event that consists of altones that are
contained in both of the two events. We denotarttezsection as AB.

» Thedifference of two events A and B is the event that consis@lladutcomes that are
contained in A but are not contained in B. We deribe difference as A\B.

» Thecomplement of an event in a sample space is the set of outsamthe sample
space that are not in the event. We denote the aoemp of the event As A’
(A'=X\A).

Definition:
Two events, denoted as A and B, such thatBA= 1 are said to bewtually exclusive.

Definition:
Let X be a sample space andA any eveniProbability is a measure that is assigned to each
member of a collection of events from a random erpent
which satisfies the following properties:
1. P(A)=0
2. PX)=1
3. If AgA,,... are countable mutually exclusive events in Xnth

P(A DA 0.)=Y P(A)

Properties:
« P(A)=1-P(A)
. P(D ):O

«  P(AOB)=P(A)+P(B)-P(AB)
« If AOB then P(Ax P(B)



For a discrete sample space, the probability ahemtA, denoted a®(A), equals the sum of
the probabilities of the outcomes in A2(A) = z p, , where A={g,e,...} and pis the

probability of {g}.

If X is finite and nis a number of elementangets of X, m nis a number of elementary

events of A and ;pP({e}) for every i=1,...,n thenP(A) = m.
n

Example:
Thesample space is defined as space of events — resoftthe play with cubic

die marked on each of its six faces with a differennber.
Then X={{1}, {2}, {3}, {4}, {5}, {6}} and X is a d iscrete space of events. All o

these numbers have the same appearance withiroadieé. So,P({1}) :%. If

A ={2},{4}, {6}} then P(A) :%

Definition (elements of combinatorial mathematics):
» permutation of the elements is an ordered sequence contag@aioly element from a
finite set once, and only once. Number of all paatians of a n-element set is equal
to n!
« k-combination without repetition of a finite setSis a subset df distinct elements d&.
The number of such combinations ofraelement set is equal to the binomial

|
coefficient : ="
k) ki(n-=k)!

« k-combination with repetition of a finite setSis a subset df elements (possible
repetition of elements) & The number of such combinations ofraelement set is

+k-1) _ (n+k-1)!
k kl(n-1)!

« k-variation without repetition of a finite setSis an ordered sequencekodistinct

elements of. The number of all such sequences ohalement set is equal to
n!

(n=Kk)!

« k-variation with repetition of a finite setSis an ordered sequencekoélements o6
(possible repetition of element3he number of all such sequences ohalement
set is equal ton*

n
equal to(

Example;
There are 7 white and 3 black balls in the box.eTalballs. What is the probability of the

event A: 2 balls are white and one is black?
Solution:By #X denote a number of elements of X and bya&Aumber of elements of A

10
respectively. Then #X % 3} = 12@ombination without repetition) and #A =

7\ (3
=63 (combination without repetition). HencB(A) =— =—=0,525
2) (1 2C 4C



Example;

7 students go to 10 different places in Erasmagnam. What is the probability of the event
A: no 2 students go to the same place?

Solution:By #X denote a number of elements of X and by#Aumber of elements of A
10

@ao-7)

respectively. Then #X 20’ (variation with repetitiondnd #A = . Hence,

P(A) = 72 ~ 006048
#X

Definition:
Theconditional probability of an event Agiven an event B (event B occurs), denoted as
P(A/B), is

P(A/ |3)=P(A—m

B)B) , for P(B) > 0.

Properties (multiplications rules):

P(An B) = P(A/B)[P(B)
P(A n A, nA)=P(ATA nA)IP(ATA)PA)

Total probability.

B

For any events Aand Bwe havB=(Bn A)J(Bn A . 3Snce A and A’ are mutually
exclusive, we getP(B) =P(Bn A)+ P(Bn A) =P(B/ A [P(A)+ P(B/ A)IP(A)




If E1Ep,...,E, is a collection of mutually exclusive events stiedt EOEO...IE, = X,

then for any event B we obtail(B) = z P(B/E)P(E)
i=1

Bayes’ Theorem:
In some examples, we might know one conditionabahbility but would like to calculate a
different one. From the definition of conditiormabbability we have:
P(An B) =P(A/B)[P(B)=P(Bn A) =P(B/A)[P(A)
Now considering the second and last terms in tipeession above, we can write
pa/ Ay =PABIPB) 0 pays0
P(A)
and in general if EE,,...,E, is a collection of mutually exclusive events stizdt
E.0E0...0E, =X

P(E;)[P(B/E;)

P(E; /B) =—

Y. P(E)P(B/E,)

i=1
Example;
Students can get to the University, going by metein, bus, tram and bicycle:

metro train bus tram bicycle

Probability that student will be not late 0,95 0,9 0,8 0,75 0,7
Probability that student uses this kind of 0,4 0,2 0,1 0,1 0,2
transport

What is the probability that student will be ndelan the University?
Solution:Applying formulas of total probability we define:

* B - event- student is not late,

» Aj- student goes to the University by metro,

» A, student goes to the University by train,

* Ags- student goes to the University by bus,

» Ay student goes to the University by tram,

* As- student goes to the University by bicycle.
Hence,

5
P(B) = Z P(B/A)P(A)= 09504+ 0902+ 0801+ 075[01+ 0,7[0,2= 0855
i=1
Student got to the University and he is not latéa\is the probability that student has used a
bike?
Solution:
P(B/A)P(A) _ 0702 _

P(B) 0855

By Bayes’ Theorem we hav&(A; /B) = 016

Definition:

The events A, B anedependent if and only if P(A0B) = P(A)[(P(B) .
In general: the events, JE,,...,E, areindependent if and only if
P(EnE:xn...nEy) =P(B) (P(E) [1..[P(E&)



Random experiment — the outcomes are elemente &aimple space S (probability space).
We assign a real number X(s) for each outconte. s

Definition:
A function X: s - X(s) is arandomvariable if
» itis areal valued function of S;
» for every %[IR the set {s: X(s)<® is an event.

P(XCA) = P[{s:X(s) DA }] - probability that X takes a value from B R — probability of the
event {s:X(s)UA}

The probability distribution of a random variable iX a description of the probabilities
associated with the possible values of X.

Definition:

A real function k(Xo) = P(X<X) is called aistribution function of a random variable X

Properties:

1. 0sK((Xg) =1
2. x<y then k(x) < FK(y)
3. P(ax<b)=F(b)-F(a)

Definition:

X is called adiscrete random variable if the set of values is finite anuntable. If the
distribution function of a random variable X is tionous, then X is called eontinuous
random variable

Fix) F (x)

1.0 —

A

1

0.7 ¢=———

o 0 20

-2 0 2 x x

a distribution function of a discrete randoma distribution function of a continuous random
variable variable

Example:
describng the process of rolling a fair dice arelghssible outcomes. For the set {1, 2, 3, 4,

5, 6} as the sample space, defining the randonalbeiX as the number rolled.

Definition: fx)
For a discrete random variable we define a '

probability mass function by f(x) = P(X = x). 0.6561 o
Then:
. )20
- 2 f=t 0.2916 . 00036
X / ,/0.000]
0.0486 e J )



Definition:
For a continuous random variable we
define aprobability density function

_ dry : |
by f(x) = ront Then: f(x)
e f(x)=0 Pla<X<b)

. Tf(x)dle
. Pasxs b):J'f(x)dx
« F (0)=P(X<x)= Jx' f (u)du

The probability distribution of a random variableoiten characterised by a small number of
parameters, which also have a practical interpogtat-or example, it is often enough to
know what its "average value" is. This is capturgdh®e mathematical concept of expected
value of a random variable, denoted EX. Once theraye value" is known, one could then
ask how far from this average value the values diygically are, a question that is answered
by the variance and standard deviation of a randanmable.

Definition:
Themean (expected value) (measure of central tendency) of a random vagixbis defined
by

« EX =) x[P(X=x) ifXis adiscrete random variable

« EX= jxf (x)dx if X is a continuous random variable
Definition:
Thevariance (measure of variability, dispersion) of a randeamiable X is defined by

« VarX =) x*[P(X =x)-(EX)* if Xis a discrete random variable

» VarX = [x*f(x)dx~(EX)* if X is a continuous random variable
o =+VarX is called astandard deviation of a random variable X.

Examples of discrete random variable:
« discrete uniform distribution:

Xi X1 Xn
pi 1 1
n n
» zero-one distribution (EX = p, VarX = p(1-p)):
Xi 0 1
pi 1-p P




Bernoulli trials (binomial distribution)

A trial with only two possible outcomes is used sc
frequently as a building block of a random
experiment.. It is usually assumed that the ttiadgs |e20 08
constitute the random experiment are independer ~ ***
This implies that the outcome from one trial has n

effect on the outcome to be obtained from any ott  %*? 1 '
trial. Furthermore, it is often reasonable to assum
that the probability of a success in each trial is

0.09

flx)
¥

constant. . .
o the trials are independent 0.06
o0 each trial results in only two possibl
outcomes, labeled as “success” ant o3 ' !
“failure” . .
0 the probability of a success in each ofsssel . L.
C|J 1 2I 3| 456789 101112]314151-51;‘1;193]

trial, denoted as p, remains constan
The random variable X that equals the number of x
trials that result in a success has a binomialaand =)
variable with parameters 0 <p <1 and n = B,2,.. The probability mass function of X is

f(x)= [:‘J p*@- p)"™* EX =np, VarX =np(1-p)

ROZKLAD, DiwLIr

EXCEL: ROZKLAD.DWUM - Liczba_s | =] -

binomial distribution Proby | =] -

Liczba_s — number of success Prawdopodob_s | =] -

Préby — number of trials Skumulowany | = -
Prawdopodob_s — probability of

success . . . Zwraca pojedynczy skbadnik dwumianowego rozkbadu prawdopodobieristwa,

Skumulowany — 1: distribution

funCtlon, 0: mass function Liczba_s - liczha sukcesdw v prabach,

Examgle : @ Wynik Farmuty = oK, | Anuluj

Each sample of water has a chanc<
10% of containing a particular organic pollutarind~the probability that in the next 18
samples

» exactly 2 samples contain the pollutant

» atleast 4 samples contain the pollutant
Solution:Denote p =0,1,n =18

18 18 (18
f0@=(2}3fum%f&ﬁz}{k]mIWD@H
k=4

A uniform continuous distribution flx)
1 1
f(x)=—— x0[a,b
( b-a (2.5} b-a
a+b (b-a)?

EX = , Var =
2



Normal distribution
The most widely used mode’

for the distribution of a randonm  f(y) 62 =1
variable is a normal

distribution.  Whenever a c2=4
random experiment is

replicated, the random variabl

that equals the average («

total) result over the replicate p=9 p=15 x
tends to have a normal

distribution as the number of replicates becomegela

A random variable X with probability density funmti

—(x—p)
fx) =———=¢ 2 —o0 < x < ©

is anormal random variable with parametergi (-0 < <) ando (0>0). Also, EX =u and
VarX = ¢ The notationN(p, 6°) is used to denote the distribution.

- P{Z=15)=%(1.5)
= shaded area 1

] 1.5 z anc
If X is a normal random variable , EXp= and VarX =o%, the random variable

is a normal random variable with E(Z) = 0 and VarZ. That is, Z is standard
normal random variable.

EXCEL: ROZKEAD.MORMALNY - normal distribution N( 1, 6°)
X - argument

srednia(t) — mean; odchylenie_stfb)— standard deviation
Skumulowany — 1: distribution function, 0: dendiiypction

ROZKEAD, NORMALNY

&)

Srednia |

Odchylenie_std |

Skumulowany |

Zwraca skurmulowany razktad narmalny dla podanej sredniej | odchylenia standardowega.

X - warkosd, dla kkdrej ma zostad obliczony rozktad,

@ Wik Formuty = O | Al




